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Abstract

We consider multi-physics computations where the Navier-Stokes
equations of compressible fluid flow on some parts of the computa-
tional domain are coupled to the equations of elasticity on other parts
of the computational domain. The different subdomains are separated
by well-defined interfaces. We consider time accurate computations re-
solving all time scales. For such computations, explicit time stepping
is very efficient. We address the issue of discrete interface conditions
between the two domains of different physics that do not lead instabil-
ity, or to a significant reduction of the stable time step size. Finding
such interface conditions is non-trivial.

We discretize the problem with high order centered difference ap-
proximations, having summation by parts boundary closure. We de-
rive L? stable interface conditions for the linearized one dimensional
discretized problem. Furthermore, we generalize the interface con-
ditions to the full non-linear equations, and demonstrate numerically
their stable and accurate performance on a simple model problem. The
energy stable interface conditions derived here through symmetriza-
tion of the equations contain the interface conditions derived through
normal mode analysis by Banks and Sjégreen in [7] as a special case.

*Center for Applied Scientific Computing, [-422, LLNL, P.O. Box 808, Livermore, CA
94551, USA. This work performed under the auspices of the U.S. Department of Energy
by Lawrence Livermore National Laboratory under Contract DE-AC52-07TNA27344.



1 Introduction

This work will consider numerical simulation of multi-physics systems where
two, or more, physics models are solved on different parts of a computa-
tional domain. These different multi-physics domains are assumed to be sep-
arated by well-defined interfaces. Interface coupling conditions, which couple
the solutions in the various sub-domains, are defined on these well-defined
boundaries.

In the literature, there is a large body of work relating to numerical
treatment of this type of fluid-structure interface. By far the most common
approach is to apply material motions from the solid domain as boundary
conditions to the fluid while using the fluid stresses as boundary conditions
on the solid. However, this approach can become problematic from a stability
perspective for certain cases. As a result implicit, sometimes referred to as
monolithic, approaches have often been adopted. Such schemes are effective,
but introduce additional difficulties in terms of linear/nonlinear solvers and
pre-conditioners.

Recent work in [7, 6] has shown that more symmetric approaches to in-
terface condition imposition can result in favorable approximations, possibly
with stability across all ranges of material parameters. The main purpose of
the current work is to discuss the well-posedness of the continuous linearized
fluid-structure problem and introduce a summation-by-parts discretization
which mimics the energy behavior or the continuous operators. The opera-
tors which are thus derived have similar structure to those found in [7]. We
will verify the accuracy of this new approach via manufactured solutions,
and apply the schemes to a nontrivial problem of a Navier-Stokes fluid with
an elastic-plastic solid.

The example studied here will be fluid/structure interaction in one space
dimension, but the ideas are intended as more generally applicable. How-
ever, the techniques employed here have an impact on the choices available
for extension to, for example, two space dimensions. This is an important
point and so we provide here a brief discussion of these issues. The eventual
numerical discretization of the governing equations and interface conditions
investigated here requires a set of interface aligned grids. That is to say
that the interface defining the boundary between two, or more, physics sub-
domains must be represented in both computational sub-domains. This is
shown graphically in Fig. 1. Here, the fluid equations are discretized on
the blue grids and the solid is discretized on the red grid. The requirement



Figure 1: Graphic representation of possible computational setup in two
space dimensions. Blue represents the fluid and red represents the solid.

that both computational sub-domains align with the material interface im-
plies that other techniques are required to deal with external boundaries. In
Fig. 1 we indicate that an overset grid approach [4] is used to treat the fluid
domain, while a structured deforming grid is used for the solid. Other op-
tions are of course possible and include embedded boundaries, overset grids,
unstructured grids, or others. The key requirement as it relates to this work
is that the fluid and solid are discretized on grids which align to the material
interface.

The remainder of this work is structured as follows. Section 2 describes
the equations in full generality. In Section 3, we perform an energy estimate
of the one dimensional continuous problem, and prove that the standard
interface conditions lead to a well-posed problem with decreasing energy.
Section 4 performs the same analysis for finite difference discretizations that
satisfy the summation by parts principle. We find energy stable discretiza-
tions and give explicit formulas for the discrete interface conditions. Section 5
shows numerical examles in one space dimension. The method of manufac-
tured solution is first used to verify the implementation and to study the
numerical convergence order obtained for finite difference schemes of differ-
ent formal accuracies. Finally, we simulate an elastic rod pulled by gravity
into a compressible fluid. Conclusions are presented in Section 6.



2 Equations

Let the updated Lagrangian equations of motion,

pJ = poJo = mo
pu; = —Vp +divo + pf

op=—Wo —oWT + N\ divul + 2u.D (1)
per = —pdivu + (o : D) + div(k.VT)
X = u,

model the movement and deformation of an elastic-plastic body, see, e.g.,
[14]. The pressure, p, models plastic effects. The equations of structural
mechanics for elastic materials, as described, e.g., in [2], are obtained from
(1) by setting p = 0.

The density p, velocity u, stress tensor o, internal energy e, and tem-
perature T, are functions of (X,t). X = (X;, Xy, X3), the Lagrangian
coordinates, which are the coordinates in a reference configuration at time
zero. f is a given, external, volume distributed forcing. The Eulerian coor-
dinates

x = x(X,t) (2)
represent the position at time ¢ of the material point that was located at X at
time zero. The partial derivative of a variable with respect to ¢ with X held
fixed is here denoted by subscript ¢. In the continuum mechanics literature

these material time derivatives are often instead denoted by D/Dt.
The derivative of (2) is denoted by

3xi

P = —

and its Jacobian by J = det(F'). mg = Jopo denotes J(X,0)p(X,0). The
gradient, V, and divergence operators act in the Eulerian coordinates, and
can be evaluated in the Lagrangian frame by use of the coordinate mapping

(2). I is the identity matrix, and the symmetric and skew-symmetric parts
of the velocity gradient are defined as

1 1
D:§(Vu+VuT) and WZE(Vu—VuT).

The Lamé parameters p, and A\, are in general functions of the spatial co-
ordinate, and depend on the material. A thermodynamic relation ¢ = ¢(7T)
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relates the temperature and internal energy. We will here use a linear rela-
tion € = T, where « is a given constant. The pressure, when present, is
given through an equation of state, p = p(pe, p).

The compressible Navier-Stokes equations,

pr +divpu =0
(pu); + div(puu® 4 pI) = div(Adivul + 2uD) + pf (3)
e, + div(u(e + p)) = div(dudiv u + 2uDu) + div(kVT)

models the fluid. The pressure obeys the perfect gas law, p = (v — 1)(e —
plu|?/2), for a constant 7, where e is the total energy. The coefficients of
viscosity are p and A, and x is the heat conduction. A is given by the zero
bulk viscosity assumption A = —% p. The equation of state p = pT% is used
to compute the temperature from the other variables. R is the universal gas
constant, and M is the constant molar mass of the fluid. The variables in (3)
are functions of the Eulerian variables (x,¢). The notation for the density,
velocity, and pressure, in the fluid is the same as used for the elastic material
in (1). The superscripts (f) and (s) will denote variables in the fluid and
solid respectively, but these superscripts are left out when the continuum
type is clear from the context.

2.1 Interface conditions

The interface conditions at the fluid/solid boundary are the no-slip condition
a) = U_(S)7 (4)

normal stress continuity
—pn + Adivu¥n + 2uDPn = on — p¥n, (5)

and continuity of the temperature and of the heat flux

7)) — () (6)
oT/) oT®)

= Re——. 7

" on : on (7)

n is a unit vector normal to the interface, and 0/0n denotes the derivative
in the direction n in the Eulerian coordinate.
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Figure 2: Domain for analysis of the one dimensional equations.

3 Energy estimate in one space dimension

The interface conditions (4)-(7) are natural conditions from physics consid-
erations, and should therefore lead to a well-posed problem. In this section
we prove that this is indeed the case. Furthermore, the analysis gives insight
into how to construct stable finite difference discretizations.

Consider the one-dimensional domain outlined in Fig. 2, where an inter-
face at the Eulerian coordinate x;(t) separates a fluid to the right and an
elastic-plastic solid to the left. In Lagrangian coordinates, the interface is
given by X = 0.

The equations (1), when restricted to one space dimension become

1
Uy = m_o(a - P)X
1
o = — (21 + Ae)ux (8)
Tx

K
moer = (00— p)ux + (_eTX)X
'e
Ty = U,

for the domain —oo < X < 0. Mass conservation in one dimension is prx =
my, because J = xx.

The fluid equations (3) are transformed to the coordinate X by the mov-
ing coordinate mapping x = X + z;(t), i.e., to a rigid frame that moves with
the interface, and become

pi+ (pu — 27 (t)p)x =0

(pu)e+ (pu® + p— (1) pu)x = s ©
ev-+ (ule +p) = 74 (0)e)x = gl + (Ti)x

on the domain 0 < X < oo.



3.1 Linearized problem

Linearize the Navier-Stokes system around a constant state (ﬁ,ﬁ,T) with
velocity & = —s, where the constant velocity, s, is the linearized interface
velocity Z;(t) = st, to obtain

p 0O 2 0\ 7p (0
U + %% 0 % U = — §(MUX)X (10)
), \o G-u7 o) \T) " \EFH kT«
for 0 < X. Linearize the system (8) around a constant state A,&,TA, T =
X + ut, to obtain
Uu 0 1/m0 —Oéﬁe/mo ﬁp U 0
o (2/@ + Ae) 0 0 0 o n 0
T | g—;f; 0 0 0 T an=Txx
rx/, 1 0 0 0 rx/) 0

(11)

for X < 0. The notations p. p, are the partial derivatives of the equation
of state as a function p = p(e, p) evaluated at the linearization state. The
linearized mass conservation is

ﬁl‘X = —p. (12)

We introduce the vector of unknows in the fluid and the solid respectively as
q¥) = (puT)and 9 = (u o T xx), and rewrite (10) and (11) in matrix
form as

o+ A48 =Bq¥ X <0 (13)
a’ + Ay = Bia{y X >0, (14)

where the definition of the matrices A,, By, Ay, and By are immediate from
(10) and (11). B, and By are diagonal matrices. The eigenvalues of Ay
are u — ¢, u, u + ¢ where ¢ = y/7vp/p, which shows that the fluid equations
are hyperbolic in the inviscid limit for positive pressure and density. A, has
eigenvalues 0,0, —a, and a, where

20t + A p—0 .
o= He e+p Zbe + D,



Linearization around the reference state with p®) — & = p\f)| because of (5),
guarantees, since pi) > 0, that p® — & > 0. Hence, a®> > 0 and A, has real
eigenvalues under the additional assumptions p. > 0 and p, > 0, for example,
the ideal gas law p = (7 — 1)pe.

The linearization states must satisfy the interface conditions, that @ in the
fluid and in the solid are equal, and that this also holds for T. Furthermore,
mass conservation shows that p*) = my.

At X = 0 the interface conditions (4), (6), and (7) are unchanged for
the linearized problem. Linearization of (5) around the reference state with
p(f) - ]5(8) — & gives

0 4
%p—%T+§ux =0 — peaT — Ppp. (15)

In order to prove an energy estimate, we first transform the systems (13)

and (14) to symmetric form. This is done by the diagonal matrix

Y, = diag (1/y/mo, /2 + 0 VD /(ar/mopc), 1/ /map, ) (16)

for (13) and by

Y; = diag (\/ﬁM/<RT>, 1V — DEM(pR) ) (a7)

for (14). Denote w'® = Y 'q"®) and wi/) = Y;'q'). The symmetrized
equations,

wpswl) = Bwll, X <o (18)
w4 5wl = Bwilk X >0, (19)

are obtained by left multiplication of (13) and (14) by Y, and Yf_1 respec-
tively. The symmetric matrices are

2pe+Ae V/DeD _ -~ =
mo mo V Pp 0 4/ % 0

. 0 0 =0 it
0 o 0

for the solid and fluid respectively. By and By are unchanged by the sym-
metrizing transformation, because they are diagonal.
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Define the scalar product for any two functions on X < 0 by
0
.0~ = [ X000 ax,

and similarly on X > 0,
0

The corresponding norms are denoted by ||¢||*> = (¢,¢)- and ||¢||3 = (¢,¢)+.
The following theorem states well-posedness of the linearized fluid/structure
problem.

Theorem 1 Consider the equations (19) for X > 0 and (18) for X < 0,
coupled by (4), (15), (6), and (7) at X = 0. Assume that the solutions

vanish when X — =+oo. Furthermore, assume that p'® (e, p) has positive

partial derivatives, p& > 0 and pS) > 0. Then the estimate

WS @2+ (WO < w02 + [[w D (0)]] (20)
holds for allt > 0.

Proof: The standard estimate

__HWH2 = (W7Wt) = —(W,SWI) + (W7wax)
1
= —§WTSW\I, — (Wg, Bw,) + wl Bw,|,, (21)

for the PDE w; + Sw, = Bw,, with symmetric S holds, because partial
integration and the symmetry of .S gives

(W, Sw,) = —(w,, SW) + w! Sw|, = —(Sw,, w) + w’ Sw|,

and (w, Sw,) = (1/2)w’Sw|, follows. The notation |, denotes restriction to
the boundary. It follows that

d

7 (WO OIE + WP @)% =
1
3 (_(W(s))TSSW(s) o + (W(f))TSfW(f) ’0) + (W(s))TBsW;(f) lo

N | —

— (W(f))TBfW;(Bf”O - (Wg(gs)a BSW;S;S))— - (W:S:f)a Bfwzg:f))-l—a (22)



where |¢ is restriction to X = 0. The interface condition is obtained by
requiring
1

5 <—(W(S)>TSSW(S)|O + (w(f))Tvav(f)\0)+(w(5))TBSw§f)|0—(w(f))TBfw,(Cf)\0 =0,

which written out in terms of the original variables is equivalent with

1 i . 1 R R. 1
§U(S)(U _ppp(s) _ apeT(S)) + 5u(f)(ﬂfrp(f) + M T(f) _ guux )+

1 o 1
?K,BT(S)T)(() - ?K,T(f)T)((f '—0, (23)

where all variables are evaluated at X = 0. It is straightforward to verify
that interface conditions (4) , (15), (6), and (7) indeed make the left hand
side of (23) equal to zero. The remaining terms of (22) give,
1d
2dt
because By and By are positive definite. The energy estimate (20) follows.

]

(W@ + W 012) = ~(wi, Bawl?)- — (wl Brwld), <0

4 Discretization in one space dimension

Introduce a uniform grid with grid spacing h on the domain in Fig. 2, in the
Lagrangian coordinate, X; = jh. Let the fluid/structure interface be located
at the grid point j = 0. The dependent variables of the fluid equations at the
grid point X, (p;, pju;, €;), are defined for j > 0 and the dependent variables
of the elasticity equations, (u;,0;,€;,x;) are defined for j < 0. Hence, both
solid and fluid variables are defined at the interface grid point X, = 0.

4.1 Discretization by summation-by-parts finite differ-
ences
Summation-by-parts (SBP) finite difference operators satisfy a discrete inte-

gration by parts identity. For a discrete weighted scalar product defined on
J=0,



a summation-by-parts finite difference operator, is a difference operator, Dy,
that satisfies
(u, DL’U)h, = —(DLU, ’U)h, + UV (24)

for grid functions u; and v; defined on j < 0. Here Dy, is a standard centered
difference operator away from the boundary. Near the boundary 7 = 0, Dy,
is biased toward the left and only uses function values with j < 0. The
weights in the norm ag_) > () are equal to one away from the boundary, and
are modified to satisfy (24) near the boundary. For details on how to derive
operators and scalar products, see [11, 13], where also example operators of
orders up to 4 at the boundaries and up to 8 away from the boundaries are
given. The scalar product for 7 > 0 is defined similarly as

and a finite difference operator on j > 0, biased to the right at j = 0, Dg,
can be made to satisfy

(u, DRo)py = —(Dgu, v)py — ugo

for grid functions, u; and v; defined on j > 0. The corresponding discrete
norms are denoted by |[ul|7_ = (v, u)p— and ||u||7, = (v, u)p.

The semi-discrete approximation of (14) and (13) is obtained by replacing
all spatial derivatives by SBP difference operators. In the SBP framework,
boundary conditions can be imposed by projection [11], by a penalty term
(so called SAT boundary condition) [3], or by use of a ghost point [10]. Here,
we use projections to impose the interface conditions at 7 = 0. The pro-
jection method introduces a projection operator, P, that projects a general
grid function onto the set of grid functions that satisfy the interface con-
ditions. This operator is applied after each time step. In a semi-discrete
approximation, this amounts to solving the equations

d S s s .

a4 + PADL = PB.Diqf j <0 (25)
d .
£q§f )+ PrA;DrdY) = P;B;D%dY) j >0, (26)
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where P, and Py are the projections on the solid and fluid variables respec-
tively. The discrete form of the interface conditions is

uy) = uff’ (27)
s (s RT PR Ap
0o — PeOéTo( ) — p,op((]) = —ﬁpéf) - MTéf) + ?DRU(()f) (28)
LY =1, (29)
ke DT = kDRTL. (30)

The following theorem states that if the projections are applied in the sym-
metric variables, an energy estimate follows.

Theorem 2 Define P, = Y,Q,Y, ! and Py = Y;Q;Y; ", where Q, and Q;
are projections to the interface condition acting on the symmetric variables,
i.e., grid functions (QSW(S),QfW(f)) that satisfy the discrete interface con-
ditions (27)-(30), and minimize |[w®) — Q,w®||2_ + ||[w) — Qw3 .
Then the energy estimate for the symmetric variables in the discrete norm,

d S
T (w5 + WD @)]]5,) <0
holds.

Proof: The first step is to transform (25) and (26) to symmetric form by left
multiplication of (16) and (17). Symmetrization of the elasticity equations
(j < 0) gives

d S — s — S
2w Y PY.S. Dpwy? = Y PY.B.Djw ),

J

and hence p
W+ QuS.DLw = Q.B.Diw,. (31)
Multiplication of (31) and the projection property Q* = Q, shows that
a (W = Quwl?) = 0= w;(t) = Quw; (1) (32)
e \Ni eV y W

12



if the initial data satisfies the interface conditions. The estimate for 7 < 0
becomes,

2dtH TOlli- = (W(S)>W§S))h7 = —(QsSsDrw™ W)y,

4 (QuB.D2w® W), = — (8, Dw®, wE),_ + (B,D2w®, w)),_
— ((Qs = DS, DLW, W), + (Qs — I)B,D2wW®, w®)),_  (33)

where the last two terms are zero because of (32), and the orthogonality of
the projection. The SBP property (24) gives

2 dtH O)h = —(SDw", W), + (B, Diw™) w)),_

1
= —5(wg) Saw” + (W) B.Dpwy? — (Dyw'®), B.Dw) (34)
in the same way as partial integration gives the estimate for the continuous
problem. The estimate for the fluid equations on j > 0 is analogouos and is
not give here. The resulting discrete interface condition,

—%(wgs>)Tsswgs>+%(wgf NSwi )+ (wi) T ByDpwl —(wi) T By Dpwi” =0,

(35)
eliminates all interface contributions to the time derivative of the norm. Writ-
ten out in original variables (35) becomes identical to (23) evaluated at j = 0
and with derivatives in X replaced by Dy or Dy for solid or fluid variables
respectively. It is straightforward to verify that (27)—(30) satisfy (35). There-
fore, the interface terms do not give any contribution to the time derivative
of the norm, and the estimate follows. []

In each time step (or Runge-Kutta stage) in the fully discretized compu-
tation, the solution is first updated at all grid points, including the interface
point 7 = 0, and then this updated solution is projected to the interface con-
ditions. The projection for the temperatures means solvm% the two equations
(29), (30) directly for the two temperatures 7| S and T There is always
a unique solution, because the coefficients of the 7=0 element in the com-
pletely backward operator Dy and the completely forward operator Dy have
opposite signs. Let us denote the variables after the application of the SBP
discretization but before imposing the interface condition by w. Denote the

13



difference operator approximating du/dx(xq) by

1

Druo = 7 > B
k=0

where m + 1 is the stencil width. Assume that the interface temperature has
been determined by (29), (30). The interface conditions for the remaining
variables, imposed by projections are given in the following theorem.

Theorem 3 Assume that p® =0, i.e., that the solid is purely elastic. The
interface conditions imposed as a projection are

uy =y —a/mg o9 =00 — (2%e + Ae)b (36)

(+)
uD = @D pafpr p 00 gy p3ra S
U +a/p+b3ﬁh u;’ = +b3ﬁ a§+)h’ 1,...,m (37)
for the fluid velocity, and
o) = — g (38)

for the fluid density. a and b are two Lagrangian multipliers obtained as the
solution of the linear system of equations

11, 4 9 -
(— +2) +_“50 i) )

Ay By p 1641% RT
3}5%@ + (Q/Le + )\e + th Z ﬂk b O'() + ﬁpo (39)

Rp.,  4p

Proof: The projections are defined as functions w® and w/) that mini-
mize

) — w2 [P — w2
and satisfy the interface conditions. Introducing the two Lagrangian mul-
tipliers [; and [y and writing out the norm expressions, using symmetric

14



variables, leads to the Lagrangian

0

Z a; () )2 4 Z &(+ ug-f)))2

j=—00
0 o) o
~(5) __(9)))2 W BT ) (2
+ Zooa 2//53_‘_)\ ( U] )) +]2;a] ( MpA(p] p] ))
RT PR 4u
+ 1 (uf” = uf) + (o0 + ﬁpéf) +orT- gDRuéf))- (40)
It is straightforward to conclude from (40) that the only variables that need to
be modified are ﬂés), 00, p((]f ), and ﬂ((]f ), . ~(f . The zero gradient condition
OL )/ ~(s s
o= —moa(() )(u(()) — u(() )) +0L=0 (41)
duy
OL . 4
= = —pas? (@) — ) 1y — L gfo _ 0 (42)
o
oL s () D) Dy g A :
8u§f) pa; (u] U, ) 2 35 J ) , M ( )
oL a(()f)
Joy  2pe + Ae (G0 = 00) + 12 (44)
oL _ RT .y gy, BT
— = — — lo— =0
ap(()f) Qg MpA(pO Po )+ 2 M
(45)

gives (36)—(38), after rescaling a = ll/a(()ﬂ and b = lg/&(()+). Note that a((f) =
a(()ﬂ, since the same summation by parts norm is used on the two domains.
Finally, insertion of (36)—(38) into the interface conditions (27) and (28) gives
(39). [J

Note that by combining the velocities from (36) and (37), the common in-
terface velocity can be written

,O(f)+m0 3mo+ph

(46)

In the inviscid case, p = 0, (46) is the same mass weighted average for
the boundary velocity that was independently derived from a characteristic

15



boundary condition and proved to be stable for explicit time discretizations
in [7]. Similarly, by using the notation

N Rp RT _ dp
o ) A0 4 2+ D)
and .
. RTp
p= 7’ (47)

the common interface stress can be written

~(s) ~(f) m
Poy + (2pte + Ae) g aﬂo
A
D+ 20 + Ae + (2ne + )3 3ph22

which again, in the inviscid case, is the same weighted average stress that
was proved stable for explict time discretizations in [7].

4.2 Non-linear coupled problem

The straightforward generalization of (25) and (26) to the complete non-
linear equations (8) and (9) is

o=Di(oj —pj)

U
2Ne+>\e .
i o1 = Drx; Dru; (48)
di Z; “tDru; + Dy <D”L2j DLTj>
J Uj
on j <0, and
d P
a\™)
e

j
Dr(pju; — uf p;)
DR(pju2 +Dpj— uéf)p]u]) NDRUJ =0. (49)
Dr(uj(e; +p;) — ug'e;) = 4uDr(u;Druj) — Dr(kDRT;)

on 7 > 0. The grid derivative xx was linearized to one in the analysis
in Sec. 4.1, but it should be present in the full equations. Therefore, the

16



temperature interface conditions also takes into account that the gradient is
defined in the Eulerian frame, and become

1

LXo

7 = 1)) DT = kDRTY, (50)

which determine the two unknowns TO(S) and Téf ). The projection conditions
(36)—(37) are kept without changes. There are several possibilities for the
linearization density ,0 In Section 5 we have used the value one point into
the fluid, i.e., p = pg Similarly, the linearization pressure needed below is
set to p = p(f ) in the numerical experiments. (38) is replaced by the similar
update for the pressure,

p =5 — b, (51)
where )
5 = fPo o
0 M :
The second equation of (39) is written in terms of the pressure as

4p Bo

1612~ ay” D i)
3p h ‘

) ~(f)
—ﬂk)b =09+ py’ — —Dgrt
2
9ph ](€

Cpe+Ae+D+ —— (52)

3

To summarize, the interface conditions for the non-linear coupled problem is
(50), (36), (37), and (51), where the parameters a and b are determined by
the first equation of (39) and (52). Finally, after the fluid interface pressure
and temperature are determined, the interface fluid density p(f )
to satisfy the perfect gas law.

Note that (51) is equivalent with the stress continuity condition

is adjusted

4
o0 = —p, ( ) 4 :D u(()f) (53)

for any choice of the linearization states p and p. This is seen by using (37)

and the stress update g = &9 — (21 + Ae)b to eliminate u(f ) and 0o from

(52). In practical computations, we use (53) instead of (51) to determine

)

The interface is always located at j = 0, but because the grid moves in
both domains, a fixed boundary for the fluid in the Eulerian domain becomes
a moving boundary in the frame of the grid, and has to be treated specially.
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Figure 3: Grid points with boundary between points 1 and 2.

4.3 Wall boundary

In some of the numerical examples below, the grids are moving while the
boundary of the computational domain is fixed. In this case the boundary
condition at the fixed domain boundary is treated as a moving embedded
boundary in the frame of the moving grid. The situation is outlined in
Fig. 3. The points x5, x3, ..., are interior to the computational domain, x; is
the ghost point. The boundary is located at xzp(t) and it is fixed, but when
viewed in the moving grid frame, the location of the boundary obeys the

equation
dI'F

dt
where s is the velocity of the grid. Solving (54) together with the other
equations determines the boundary location at each time level. In Fig. 3, the
ghost point z; is the first point outside the domain. The distance between
the ghost point and the boundary is denoted ah, where h is the grid spacing.
The Dirichlet boundary condition

= -5 (54)

U(I'F) =9,
with given data g, is imposed by the second order extrapolation formula

(1—-0a)2—-a) a(l —a)
2 2

u + (2 — a)ug + ug + n(uy — 2us + uz) = g. (55)
n is an artificial parameter that is used to prevent division by zero, see [§].
The value of the solution at the ghost point, x1, is found by solving (55) for
u1. A similar formula for Neumann boundary conditions is easily derived,
see [9]. Equation (55) is straightforward to formally generalize to fourth
order by increasing the extrapolation order, and the order of difference in the
artificial term. This fourth order generalization worked well in the numerical
experiments below, a proof of stability is outside the scope of this article.
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Figure 4: Boundary has moved backwards, 1 becomes interior point and 0
becomes the new ghost point.

\ F \ S \ F |
\ |

W X(1,t) X(2,t) L

Figure 5: Computational domain for the numerical experiments.

If the boundary moves to the left in Fig. 3, it is possible that a ghost point
becomes an interior point, and a new ghost point will have to be added. In
Fig. 4, x, is the ghost point at time ¢, that becomes an interior point at
tni1, and xy becomes the new ghost point. To handle this, (55) is used to
give values to both u; and wug at t,,1 (shifted one point left for ug). a will
then be negative for x1, but the coefficient in front of the ghost point, will
be bounded away from zero, making it a well-defined boundary condition.

5 Numerical examples

The equations solved in this section are (48) and (49), coupled by the interface
conditions described in Section 4.2. The time integration is explicit by the
fourth-order accurate Runge-Kutta method. The time step is uniform in
the domain, and determined as the smallest of the time steps required by
the CFL constraints from the convection in the fluid, the diffusion in the
fluid, the elastic wave speed in the solid, and the heat diffusion in the solid.
The CFL number is 0.8. The computational domain is w < x < L, in the
Eulerian coordinate. The domain of the fluid equations is X < 1 and 2 < X,
the domain for the solid equations is 1 < X < 2. The grid mapping for the
fluidis z = X — 1+ 2(1,t) and © = X — 2 4+ x(2,t) for the left and right
part of the fluid respectively. The lower and upper boundaries x = w and
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x = L are embedded boundaries, as described in Section 4.3. The grid sizes
in the computations below are always such that the two fluid/solid interfaces
at X = 1 and X = 2 conincide with grid points. Figure 5 outlines the
computational domain.

5.1 Test with the method of manufactured solutions

The implementation and formal accuracy is first verified by the method of
manufactured solutions. Forcing functions on the right hand side of the
equations are determined to give the exact solutions

p=1+ % sin(wX) cos(t) (56)
u = sin(t) cos(wX + @) (57)
T = 10 + sin(3t) cos(2X) (58)

in the fluid, and

u=dzx(X,t)/dt (59)
o = sin(t?) sin(wX) (60)
T =5+ cos(t) sin(3X) (61)
(X, t) =X+ g (14 X + esin(2rX)) (62)

in the solid. The computational domain is 1/4 < = < 4 with the solid in
1 < X < 2. The exact solution is enforced by Dirichlet boundary conditions
at the embedded boundaries at = 1/4 and x = 4. The interface conditions
are enforced at X = 1 and X = 2. The parameter values € = 0.2, w = 2,
¢ = 0.47 are used. The material parameters are set to, 2u. + A\e = 10,
uw=001 k=003 k=002 a=1 R/ M =1, py =2, v =14. At the
fluid/solid interfaces, the manufactured solutions are not continuous. The
jump is prescribed as a forcing in the interface conditions, e.g., u(()f ) u(()s) =
gu(t), where g, is the jump in the velocity at the interface. These forcings are
straightforward to introduce into the interface conditions. Figure 6 show the
errors in L?-norm in the fluid and solid parts of the domain at time 0.45 for
a sequence of computations with increasing grid refinements. The coarsest
grid has h = 0.05, which corresponds to 75 grid points in the domain. The
formal orders of the summation by parts difference operators are given as two
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Fluid Solid
8/416/34/212/1[8/416/3]4/2]2/1
49 472416 |43 [4126] 18

Table 1: Observed convergence exponents in L2-norm between the two finest
grids.

numbers, x/y, for interior accuracy x and boundary accuracy y. The higher
order methods 6/3 and 8/4 are clearly seen to give more accurate results than
2/1 and 4/2. The formal order in the boundary conditions at the embedded
boundaries © = w and z = L are two for the 2/1 and 4/2 methods, and
four for the 6/3 and 8/4. The explanation for the small difference in results
with 6/3 and 8/4 could be that the errors from the embedded boundaries
dominate over other errors on fine grids.

In hyperbolic problems with exact Dirichlet inflow data, there is a gain
of one order in the numerical boundary conditions, so that the 8/4 method
should converge with 5th order, the 6/3 with 4th order, etc. However at the
fluid/solid interface the situation is not necessarily the same, becuase the
imposed data at inflow is the value of the outflow variable of the neighboring
domain. Therefore any error in the outflow variable from one domain, is
transmitted to the inflow boundary on the other domain. Furthermore, in
the computations here there are also diffusion terms present in the equations.
Assuming local errors of order p at the boundary and/or interfaces for the
2p/p method, the L? norm error would have convergence exponent of p +
1/2. The observed convergence rates presented in Table 1 are in reasonable
agreement with this, only the 6/3 method converges somewhat faster than
expected. There is reasonable confidence that the implementation is correct.

5.2 Elastic rod in compressible fluid

The test example is an elastic rod in a compressible fluid. There is a grav-
itational force acting in the negative z-direction. The domain is the same
as outlined in Fig. 5, with a solid wall boundary at w = 0, where adiabatic
boundary conditions are imposed. The upper boundary of the fluid, L = 6,
is treated as an open boundary with the artificial boundary conditions de-
scribed in [5]. Initially the rod at rest is released and falls by its own weight
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Figure 6: Errors in solution at time 0.45 in L?-norm for the fluid domain (left)
and solid domain (right). Summation by parts finite difference approximation
of formal orders interior/boundary, 2/1 (green), 4/2 (blue), 6/3 (red), and
8/4 (black).

towards the lower boundary x = 0. The fluid to the left of the rod is heated
and compressed as it moves left. Eventually the rod bounces back right and a
new cycle of left /right movement begins. Figures 7a—7d display the temper-
ature during the left /right cycle. Red color indicates the elasticity equations
and blue color the Navier-Stokes equations. The material parameters for the
elastic material were

g=—10, K. =0.5, 2u. + A\ = 10° py = 2700

and the pressure was identically zero, i.e., the material is purely elastic. The
material parameters for the fluid were

=05 k=07 =14, R/M = 8.3145/0.029

These values were selected to get visible effects of many aspects of the equa-
tions, over a reasonable time. They do not necessarily represent physically
reasonable materials. Figure 7a shows how the gas to the left is heated
and compressed during the left movement. The leftmost point is reached in
Fig. 7b. During the right movement in Fig. 7c, the gas is cooled by expan-
sion. Back at the original position, shown in Fig. 7d, a minor temperature
peak remains, because the solid is not cooled as quickly as the fluid. Figure
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Temperature Temperature
315 T 315 T
3101 1 3101
305f 1 3051
3001 1 3001
- 295¢ R = 2951
2901 1 2901
2851 1 2851
280 280
% 1 2 3 a 5 s "% 1 2 3 1 5 6
(a) t=0.230 moving left. (b) t=0.461 leftmost position.
Temperature Temperature
315 T 315 T
3101 1 3101
3051 1 3051
3001 1 3001
= 295¢ R = 2951
2901 1 2901
2851 1 2851
2801 1 280 ﬂ\\_/
% 1 2 3 a 5 s "% 1 2 3 1 5 6
(¢) t=0.681 moving right. (d) t=0.908 rightmost position.

Figure 7: Temperature of the falling rod problem at four different times.
Blue is fluid, red is solid. 4/2 method. h = 0.0125.
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, Ve@aw , Vd?dw

15 15
1 1
0.5F 0.5

s 0 s o0 T~
-0.51 -0.5
-1t -1
-1.5r -15

% 1 2 3 p 5 6 % 1 2 3 2 5 6

(a) t=0.230 moving left. (b) t=0.461 leftmost position.
, Ve@aw , Vd?dw

15 15
1 1
0.5F 0.5

I I
-0.51 -05
-1t -1
-1.5r -15

% 1 2 3 p 5 6 % 1 2 3 2 5 6

(¢) t=0.681 moving right. (d) t=0.908 rightmost position.

Figure 8: Velocity of the falling rod problem at four different times. Blue is
fluid, red is solid. 4/2 method. h = 0.0125.
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Figure 9: The position of the two fluid/solid interfaces as function of time
(left). The length of the rod as function of time (right). 4/2 method. h =
0.0125.

8 shows the velocity for the same computation, and at the same times as
the temperatures in Fig. 7. The movement of the object is illustrated by
inspecting the magnitude and direction of the velocity. Fig. 9 gives another
illustration of the bouncing character of the solution, by displaying the po-
sitions of the two interfaces as function of time. The figure shows how the
dissipation mechanisms acts to reduce the amplitude with time. The right
subfigure shows the length of the object, computed as the difference between
the two positions in the left subfigure. The computations in Figs. 7-9 were
all made with the 4/2 method on a grid with h = 0.0125.

Finally, we show in Fig. 10 the velocity at time 0.908 on grids of differ-
ent resolutions. Figure 10 displays a close up of the solution near the lower
fluid /structure interface. The three formal orders of accuracy 2, 4, and 6
(away from boundaries) are shown in Figs. 10a—c respectively. The reference
solution, shown in black, was obtained with an extreme resolution, and ver-
ified to not change visibly in the plot under a factor two of grid refinement.
The results with a coarser resolution of A = 0.05, shown in cyan/magenta (for
fluid /structure), are compared with results obtained with the finer resolution
h = 0.025, shown in blue/red (for fluid/structure). From Fig. 10 we infer that
the higher order methods show considerably faster grid convergence than the
second order method. The 6/3 method shows somewhat better convergence
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Velocity Velocity Velocity

0.6 0.7 0.8 0.9 1 11 12 0.6 0.7 0.8 0.9 1 11 12 0.6 0.7 0.8 0.9 1 11 12
x x x

(a) 2/1 method (b) 4/2 method (c) 6/3 method

Figure 10: Grid convergence study. Close up view of the velocity at time
0.908 for h = 0.05 (fluid-cyan, solid-magenta), h = 0.025 (fluid-blue, solid-
red). Reference solution shown in black.

than the 4/2 method, but as shown in Fig. 6, the difference would be more
pronounced if the grids were refined further.

6 Conclusions

We have presented stable interface conditions for fluid /structure coupling in
the context of high order accurate finite difference schemes. The method has
been developed in a Lagrangian formulation for the equations of elasticity,
with a moving grid for the Navier-Stokes equations that describes the fluid
part of the computation. The interface conditions, which includes viscous
effects and heat conduction, is proved to be linearly stable for semi-discrete
approximations through norm estimates. Numerical experiments have shown
the method to be stable with explicit time stepping up to the CFL limit
given by the methods in the two subdomains. The interface conditions do
not require any additional time step reduction.

We are currently generalizing the interface conditions to two and three
space dimensions. If symmetrizers can be found for the multidimensional
equations, the norm estimate technique presented here generalizes straight-
forwardly. The linearized three dimensional Navier-Stokes equations have
known symmetrizers, see [1]. Symmetrizers for the system (1) are under in-
vestigation. The surface waves that occur along interfaces in more than one
space dimension, are extra challenges for the multidimensional problem.
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We have here only considered smoothly varying flow variables. However,
there are many applications of fluid structure interaction where high speed
flows with shock waves are of interest. Such flows can be computed by hy-
bridizing the stable and accurate methods developed here with a more robust
but less accurate shock capturing scheme. This is a well-known technique
for computing compressible flows with both shock waves and small scale os-
cillatory behavior, see, e.g.,[12].

This work was performed under the auspices of the U.S. Department of

Energy by Lawrence Livermore National Laboratory under Contract DE-
ACH2-0TNA27344.
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